**Classification**

According to machine learning, classification is an illustration of supervised learning.

In the Classification problem, we split out our input data into discrete categories. By discrete, we mean separate classes. To predict the category we use classification technique whereas in regression we used to predict a continuous number. From medicine to marketing there is a wide scope of classification applications. A category is a group of people or things sharing particular characteristics.

For examples -

1. Whether food is made from grains or not. Which category does it belong to?

2. To assign a diagnosis to a given patient, based on observed characteristics of a patient.

The classification model includes linear models as well as non-linear ones. Linear models like Logistic Regression, SVM and non-linear like K-NN, Kernel SVM, and Random Forests.

Machine Learning Classification models:

1. Logistic Regression
2. K-Nearest Neighbors (K-NN)
3. Support Vector Machine (SVM)
4. Kernel SVM
5. Naive Bayes
6. Decision Tree Classification
7. Random Forest Classification

**Logistic regression:**

Logistic regression is an analytical analysis which is used to predict dependent variables that takes any one of the categories rather than a continuous outcome.

**Linear equation + sigmoid function ------> Logistic Regression .**

LR is a regression method for predicting a nominal dependent variable which has only two categories. In producing the LR equation, the statistical significance of the variables was determined by the maximum-likelihood ratio (Hosmer & Lemeshow, 2000; Ozdamar, 2004).

To predict the presence or absence of a characteristic or result based on values of a set of predictor variables logistic regression is very helpful. It is alike linear regression model but is suitable for models where the dependent variable is dichotomous.

LR model for p independent variables can be written as
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Where P(Y = 1) is probability of presence of CAD, and b0,b1, . . . ,bp are regression coefficients. Within the logistic regression model there is a linear model hidden .In Xi the natural logarithm of the ratio of P(Y = 1) to (1 \_ P(Y = 1)) gives a linear model
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The g(x) has many of the useful properties of a linear regression model. The independent variables can be a combination of categorical and continuous variables (Hosmer & Lemeshow, 2000; Ozdamar, 2004).

Determining whether there is evidence of interaction and confounder term in the data is the key step in the process of modeling a set of data. The LR model consists of interaction terms and the main effects. The word confounder is used to explain characteristics that are associated with both the primary independent variable and the dependent variable of interest. The relationship between the independent variable and the dependent variable when both associations are present is said to be confounded. LR model is defined to check for the confounder status of a covariate means to compare the approximate coefficient for the independent variable models containing and not containing the covariate.

The covariate is a confounder and should be included in the model is identified Any clinically important change in the estimated coefficient for the independent variable, apart from taking the statistical significance of its estimated coefficient. One of the ways to test for the confounder and interactions in LR is, to begin with, the main effects model, and then use a forward-selection method to search for interaction terms which significantly reduce the likelihood ratio test statistic (Hosmer & Lemeshow, 2000).

**KNN Classifier:**

K-NN comes into a picture where two categories are present in our dataset and a new data point is added in the dataset and so We have to predict the new data point belongs to which category?

In feature space to classify objects based on closest training, the KNN method is used. A type of instance-based learning or lazy learning where the function until classification is only approximated locally and all computation is deferred.

* The simplest forms of all the machine learning algorithms are the k-nearest neighbor algorithm as they justify KNN outcomes easily. To predict labels of any type the KNN method is used.
* · An object is classified by a mass vote of its neighbors, with the object being assigned to the class most frequent amongst its k nearest neighbors where *k*is a positive integer.
* · It is logically tractable.
* · Local information seems very adaptive. KNN algorithms use the nearest data points, therefore it can take full benefit of local information and form highly adaptive, highly nonlinear decision boundaries for each data point.
* · It is effortlessly implemented in parallel. The algorithm checks against the training table for the k nearest neighbor as it is instance based, for each data point to be scored. Since each data point is independent of the others, the execution of score and search can be conducted in parallel.
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Disadvantages of KNN:

* High Computation cost since it needs to calculate the distance of each test instance to all training samples.
* Requires large memory relative to the size of the training set.
* Low precision rate in multidimensional data sets with inappropriate features.
* There is no thumb rule to determine the value of parameter k.
* Delays the process of modeling the training data
* Used in both precision and classification

For better classification, the objective has taken for determining the value of *k*for PIDD

KNN algorithms:

1. Based on distance assignment and classified using k value, The new instance is checked with the already available cases.
2. Least is the distance assigned as more and More the instances are similar and so vice-versa.
3. An instance is assigned to the class Based on the distance, the instance and *k*value
4. KNN classifier is K dependent means it predicts the outcome based on the value of nearest neighbors. Hence the outcome may not be the same for the different values of K.

**Naive Bayes:**

A naive Bayes is used to predict the class membership probability as it is a simple probabilistic based method(Chen, Huang, Tian, & Qu, 2009; Farid & Rahman, 2010). The NB classifier requires the independence in which the effect of an attribute on a given class is independent of those of other attributes called the class conditional.

There are several advantages:

1. Easy to use

2. Probability generation requires only one scan of training data.

3. Easily handle missing attribute values by simply omitting and comparing the corresponding probabilities.

Given a training dataset, D = {X1,X2, . . . ,Xn}, each data record is represented as, Xi = {x1,x2, . . . ,xn}. D contains the following attributes {A1,A2, . . . ,An} and each attribute Ai contains the following attribute values {Ai1,Ai2, . . . , Aih}. The attribute values can be distinct or continuous. D also contains a set of classes C = {C1,C2, - . . . ,Cm}. Each training instance, X 2 D, has a particular class label Ci. For a test instance, X, the classifier will predict that X belongs to the class with the highest following probability, conditioned on X. That is, the NB classifier predicts that the instance X belongs to the class Ci, if and only if P(CijX) > P(CjjX) for 1 6 j 6 m,j – i. The class Ci for which P(CijX) is maximized is called the Maximum Posteriori Hypothesis.
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In Bayes theorem shown in Eq. (8), as P(X) is an invariable for all classes, only P(XjCi)P(Ci) needs to be maximized. If the class preceding probabilities are not known, then it is commonly assumed that the classes are equally possible, that is, P(C1) = P(C2) = \_ \_ \_ = P(Cm), and therefore maximize P(XjCi). Or else, maximize P(XjCi)P(Ci). The class previous probabilities are calculated by P(Ci) = jCi,Dj/jDj, where jCi,Dj is the number of training instances belonging to the class Ci in D. To reduce computation in evaluating P(XjCi), naive assumption of class conditional independence is made. The attributes are conditionally independent with each other, given the class label of the instance.

Thus, Eqs. (9) and (10) are used to produce P(XjCi)

.![](data:image/png;base64,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)

n Eq. (9), xk refers to the value of attribute Ak for instance X.

Therefore, training instances help to estimate these probabilities P(x1jCi), P(x2jCi),... ., P(xnjCi) easily. Moreover, the attributes in training datasets can be definite or continuous-valued.

If the attribute value, Ak, is categorical, then P(xkjCi) is the number of instances in the class Ci 2 D with the value xk for Ak, divided by jCi,Dj, i.e., the number of instances belong to the class Ci 2 D.

If Ak is a continuous-valued attribute, then Ak is typically assumed to have a Gaussian distribution with a mean l and standard deviation r, defined respectively by the following two equations:
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For all training instances in the class, Ci is the mean and rCi is the standard deviation of the values of the attribute Ak. To estimate P(xkjCi) Now we can bring these two quantities to Eq. (12) together with xk. To predict the class label of instance X, P(XjCi)P(Ci) is evaluated for each class Ci 2 D. The NB classifier predicts that the class label of instance X is the class Ci, if and only if
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In Eq. (13), 1 6 j 6 m and j – i. That is the predicted class label is the class Ci for which P(XjCi)P(Ci) is the maximum probability. Tables 3 and 4 respectively tabularize the preceding probabilities for each class and conditional probabilities for each attribute value.

**Support Vector Machines**

SVM performs classification tasks by constructing hyperplanes in a multidimensional space that separates cases of unlike class labels. The SVM method 24 is used to maximized the margin between two groups as it provides an optimally separating hyperplane. Support Vectors(SV) are a division of data instances used to explicate the hyperplane. The distance between the nearest support vector and the hyperplane is called margin 25. SVM supports both classification and regression tasks and can handle multiple continuous and definite variables. Two types of SVMs are their (a) Linear SVM which is used to separate the data points using a linear decision boundary and (b) Non-linear SVM which separates the data points using a nonlinear decision boundary 7.

Quadratic programming (QP) package is been used by Traditional SVM training algorithms. Solving a quadratic programming problem is time-consuming and requires a lot of memory as well as in-depth knowledge of mathematical analysis.

Consider a binary classification problem with a dataset (x1, y1),(x2,y2), ..., (xn, yn), where xi is an input vector and yi{-1, +1} is a binary label corresponding to it. The dual form of representing the quadratic programming problem is given below 11.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAocAAABYCAIAAAAIgcpmAAATeUlEQVR42u2du4vbyh7H9W+odutuu61UqXGTJk0KFWpcbBE4hUDFQopACoEhsHBgQWACgXDNwEI4EAziQFgIvojDhbAYwSnCYgSH5d7FuFiWxeTOQ4+R9bD80Fqb/X6q4GjleXm+8/vNb36j/AQAAABAO1DQBAAAAABUGQAAAABQZQAAAACqDAAAAACoMgAAAABVBgAAAABUGQAAAIAqAwAAAACqDAAAAECVAQAAAABVbjPzYDwwuo7/gKYAAAAAVT6sJHufx+Sd3oEqAwAAgCq3gZAYUOX9sFwEnmudOP7tI33fjJi6NfTDJdoeAABVrsXiu2t0Ff3d6NxUFUU1yaxtM+j2qjyfurRSL5zRmcHqdkJm93ux4Jt5bfOSPB0aHdOdzh99gGmG+32BSQIAAFWmPPhORylEc/z/hr7n+x8NpUvnzVv6pEHCtolJ4Oqq7c2XG9WN6vh96H/2v42MjmoMp7cTp9Mn4cOOTbbTaxtWP9/R4m5dsKVMVOS4eIuJox2Z5MfjL7qYxay+dIM7TBMAPDPuw8mZYVJZ4f+gZoyiahYJFnQeuibWaaOOtBbbyssfxOxmTbr70Hujien753Lu2aruBsu7wH2lu9M2mcqJ0jBBNMh1vstn5ERVurLYLMOxramRdT33LK4HTNpZHeuOpGZe2zCsVKrmTLhVeuNZR6oxGAfCMua9XLa4aRxeGMubY44C4FlJMhUa7Y0X3i+DocnE+IF57KJparkIiKX1bK8p/2ybPdjLhT/QVrzTyynVE67KiRhfE4MuYr56XvCUnI3MBFSzaw5ao5dCPmPVfAhJX7VGE+8rX6Md7rVNOxUUbpIuw8ngxBxcSqvQw+riYdcEAIBD/OxnxOyIKfQuGJ7HP382kSqRfSO21ZqaGTZTZWF4KXSeml0RS2dGvfMtZAsHauHr0tqBnwtiVn/XcN5bvQHXhJln0z85srybeFd4rbl26zs9JWv8SfJ8zF4lTGq+rtlA74MvDi2AkPxbaqt1H91HWrTmkHSUS5GwffVNFmUNvTbeyFd6POSK6bpwjD/s8mSifB1ncj0Z2vZgkvULMTN6xdkg/CUKr4jYKa/rZE5H7zxa+a51sfAVg/DNiKoFY0d4s+iPdsZWDBUBDRs9DABoBck8uQKfytKJjBoMxw35aDdS5RvPGXhsN/dI00/c6T9s7aAe6799mM6vXD12k4pJXzXYDMu0U+U1pJPv2z6ZjJnp82nsnNSVhALjbx9LIbVrMJuMtmz/nLzXtYF/AKuxfM3RutfSkWo5k8u0l9keNl9gbf9k1MGptz+/SmPbzJIocp22+6OrMTVhLUJXfva49vbOjWfb5OoPSz2yyIVjvK21jJOXBXz9pxpnk/Bu7p32zj+d6y9Kw8I3ehgA0BZLmWpWt2jbkXln4422WKSb2Qfc2IPNrQcxyXKLXuglq0knWjgwHY3/zdzLXWlBISyn7iahrcL4U6Xm2IdoRa0pJKFCM0QVymOodoyXEmuOva8JGnqtaC4RWEflqlcxIms/GY2cq1tqMUfmdbmpmlFrhYWtbVxB3ptq7YhutqQQqizGYWSXi7i6ctf6Rg8DAFpD3hJIFuh6Zkblv+tGYmY3VWXZipf2/OIworissVORfZ6pIZ9nN60J+yIl/1eJE3uzGtDyJa7LmxW/YlXgdP02LaJMlJj/tiAirMyLUncpU/LaHeuY9P79jNi2aPniXih6svCr2W+Ar4pSt0oNVc6vZ+sOBr6UzEXsl7ZJqsp8nREt5sR+c+q/yf151cNbjlsAwMFU+dYfvFlZyrdHlSUllswIKShGWMOirMKVLc1WYg94jW2alxH6V0db2cpFaS9Zo0dyxV3ZxdL1WPAm2saorc7oufVrf8ab7i8KtDBZVAWXA/uiegei3pNi9SBGi3C95DU7/wsR++LbWJ+8xxWl/qIk9WBzI1vIuRjGVYfxNnoYANBmVZ5P3TeD3PZTa1RZ8lSnobNiPtXPvPFb0736H5tn6efz0HtnaEdK55337b3J/oTW7XWf/MmOzLKtZatekE6JwAi3YJVbvyTtJT+HQ6vwEI5twzC0rjH6k/Tf0mmav1J9zENWXCR6ue1G4VevCGJak9Gz5LVJs1XUkUryn2Q8cqJA92KV0jQjenlFL6w8WfzV3AuSaGRiNxeIolTC6dDsf5qM+grfWmZDq7AY+V/X4rtrWmTCAiPY1rI5FM9XtIlkrPOi0q94mHm2SceNYnyccDdAab2KHv5Zs6gAgIOw6oejsnV6GkVB0cnn0+BCxOu0Z185nT5k+1hYPKomQm+iEFwWTjWjFRT7f8G/jGg7WRg6dfeJywWGfWkntdpLdnwLEmyJwF1F0WwS/M1940k0Mp1Me4/nWqzwAVA1EmH3m1WtjmuBHyRjdZQPVStpHo/omV6xSPBlmfRyqRfWPCl/tWwoJ3WKorV5v8wLfDOxDSq2kyOrN1quFRRDWjXGPyGxnRw5bORBtVKwrCkfD3Iets1i0ixyNZMHfMGwqXhYHEurKCoA4IDIu4exWCSkbra2xGA/OgV5nWhbaHwhQ9uuv15BN0p7SYWkd/pYh1NZ0Fn2qAzXAO7qpNN0b617trhqVa+Nrc+1XpdSVeYJomW/RWkv5J6s+dUVulj9Q1opxo1nv149Z1XqVSkrWL3T0psNm2QAb1VUAEDT5lJ6XnmnZ35JVc4LjDCdk+CgV+fe189+uCw3KDeKbOJJNs68ieeHO7b1feh/4Ge4y+KEeYzuynEvcZaGaQBPkHI+ntC63W9UterXxn8VvaHcVi4JR2LnffXX2ZdLvVD9ZOard1yZFdrlBcWo+yMsKVjNjJubDZs0DQ4AoJ2I3F6y0y47ex80txfVxROLTJubQtj0bbz3y3SrNA/2QoTsViYPWZv2smh6TT2NO0BXCV3mLC2d1sXJpdLDVnyfvirLR0nV1rz2Z53Q7swKJ7Gwo9bODdN8L5Q9uX1UeY3bKdYPhpoOK7mN695OsdGw2UuQPwCgcWGmlpV1URSkeU3MfqPOrXW2MkuCaHQMZ0QuvGB/5y0XgUfIyKFvPpuE979qx7Icqrtr/B7JHCV/Ql/d5E2ORQVr7CZH+aw8AABsocqRNPsXXESLDTF5L9wYXgVfbE1d9xiVeXLxS99fuwy9wcBrTw1FqHB87clz+eoWFUx4IUrdYgAAUFuVN7BppJRGz5lYku8C9zU2EQEAABxElblBcLRzHsqnTmZ/F+dQAQAAHEqVAQAAAABVBgAAAKDKAAAAAGidKs8DYvNTtLrl/KYd5sZiAAAAAKosoq9ZGoc7niKx9v21AAAAANi3KiepulmmpM6zj8IGAAAADqjK18Q4MsgPflVOxxh98z/7SLcPAAAAHESV4/sZ7S/Tsa1W5XAGAAAAQLOqDAAAAACoMgAAAABVBgAAAABUGQAAAHjmqryYEkuPbmEcfyWnv5cdflqGk6Gl5w9HsYvscGQKAAAA2FmVbzzrSDWG08WSXbY8tLRSfb0mRodq9z70d7nwzyxynVsfTBzrIkTXAQAAeKaqzOxclScJiUW63FYWwrwHVWb3IXaNVVW+9Z2eYhCoMgAAgGdtK3PfdbAoNIuZbLN/chHlqmyd/W50FUXVLBKwhNjzYDwwupFWL8PLAftf+v9xbk5hgrOPusbgMpx/d8UDlFSD51PXjC8u7pPwIfWrK7o1nCBvCQAAgOegyqmOUmkmSdqu5dTV1cgsnnuWmqoyd3c/8FRfquZM5oGrJ35tZgT3eJoRbviqtje/Y0lI2IUWDyyftqI5/kJsROds5YXvaJFOL38Q80izx+HyPvTeaErXJD+gywAAAH59VRamKrN31dicXf7MOKtTEZU92CwtNhfjJbu1gn8a2dUpVLX/7eo5Z/U6VV4ypX/pBnepNa+7AWQZAADA81DlyGqeMGnuOf5tDVV+CElfScSYO7vZJ8L/XC3A61SZq3uiyvxzxHgDAAB4Bqp8TewPqRmadVZXqnJWRFNb+cjybiSln7p6R4omq28rJ++RPNsAAADAL67KxrHhfInitoitqSdkdi/5jfmHwh3tX2X3lYVVLZ1XZvvKqsIuY6ZvWM6982FwyxzdSeTX/Kt7cR2r8t/hX9+lMK5IfWfh979mATG74j3LcGxrxxmlBwAAAH5VVb5wx1P/g6XxCGjNGkYBX0uuuywGbHBJ3nWjSDCRSESkHBnEkdFSFpHlIiDRq5LY6cgxLv5IHIyeebYuv4ETBXaJje00lpu+h0wX6E8AAADPQJV3J432AgAAAMBhVZkFeamWN0eTAwAAAIdT5SjZiGqcTdhGMgAAAAAObCsDAAAAAKoMAAAAQJUBAAAA0JAq34eTM3F06UntEN+HPnGSiy6iY9a7kh79Eim7Dw0/IWbGac6yLALPFdd+sFNm46Ad8Xa5tKsJPE5fXEPywhnxIbenXjtU38RH/pI8tQCA9v9s+ya5Tg/fajYRk2d4YVkf/CYVsPbtFCyRls6ulOA5QJ5INLV8uPmeXYCxkulzyw77QcyuapLZw9TVXxVrYS14RpRdc3cnq6XCql0To8sv8PjJE620p+NEd2QuFBElpKpMV1Kf/W8jkYvmduJ09tFrh4HngWeJbu74tStHSHQDQOsleebZPTZtPkyH9u/MBF3wOwyjuZqnzIqyYB1SlfnkEpWJ/5td9LRWTOaBdzFykvsbm4HaguSjY7wosFlZZlB2Y1X0HyEx9nFgOpvp88DDZ+69NQeX11S51i84WpYqXKR4y9jBbGhJV5CxJOestZ/upSNyKll+wRoOBwLQcluOGgwdanRl8z9nT/YyZ16nsd9y/YybnaRM3PtY4bmlps4fhHlNVc06J16wKFHTscNtPDYvzzzrSF1tiDUeBv9i5DI3sm659EvmxSuJPTs/xdUaMalaLBfBl9hPzj0KseXHli+zK34JdDand+TCfbmDqb3ysrWqzNOj7pIqXGRbYyuSv6MEq+zyza0Fc8nNR6Ww32MxFj+G0cT7GtT6ojjZXFQwcSqvfKzuOAjXQheCK6nakUgHgLavpFeSN1NF+2Dp/SghdGry7Wf23laV+ayfzCdlqsyF0mEXKlMxvvCrttCEE5jtT9/NvdPe+adz/YVIl712IUMln30JE+NR1Zc0ZZrIboNErYipSn5y5kj4x3MGnv+RTsqa/hu5/g8VmZUWY81Y6HJgU3nFnuuWqswL2avXyGV2+ftT73JkdI+1nul+53dm77itzi/YLrgYmzUy7zvh6I4WOrV+Ueb7iX+eFKy0kbcfhNmV2cqdpPkuTj+EKgPQelFm05o8l/KfrbyvnFqq3dUblVqnykJLak06wkiKFhrCaKwnn9GEWOtLuPu6gVZjFme2tJmrnWWBrPR187rs6ZKr9arM3MVHOfHbbiGpCoMyN3y3IrqqZBebu7A5hGdiyeS2eAxsPQg37ReoMgBPhfTq4azByWO+Muv7Bm8p3MCDnZQge7HxFrayHOXE82PLfuYCB8JWtjJbJTQQIJ2/XzJzDSXv1Kjz+L9L90Splh/va9GwRpWZUagZ7vc9tEXaqrzj9rDjy9+j5K/s3IX4LlFa8f5b8UNia4j8j2rLQbhRcyVV20twHwDgsVU5NrFkQTm8Ksvm4Npor7X7ypLGcy/iNnVbu6+c2dLbr38jK/ayTgunaGRy5a3qFSEtKd6ePdi3vvNChGHvXnuuXqLrWe32YfhxH3WBrZw4sbeAD1FjFPi/26Xuga0H4QYe7IzDBtFeADxZVebTsmyLHl6VhUGTnIzqpIHNVZTFYMca/zDzbNMwaN0+TohtU4kSnsSN7ImyGGxRTqFGPKhHKkZsS+0kSxlbmTeIOGUb791mbOgSo9MbO+ZwZ+NJbL7KGp9UkPtpE82jbaKfssLnHQmpVcfliv2xkB/5MWlPndWua4wuPfsNCe9Kh/LaBt1+t3sejAcl8f2im461V+9FxfmwWtnO2OsgrF7OpiejdtnXBwA0TvHGHM86kA3MPvi+spgERdgts4BJsNMuYBwoyy5FvpoxvVdjY47Np3uKOJdvcaZIE2K1Xtb1GUi+gTi/inTz9DoXenQuyMzE9W3BqmHNx1NSQWEF5sxtPvKyexC1VFlezfCmiOKwCiLg6nURLd5R0QpPRFhUhDjSBd/nMXmnlywFeAVlCaSl7WU9E48zCGlVpiRKOIMrwAFovyxLu1fM1xWdt7FcL6N6h4/B3kYe1vtdi6Dze7/c7byJ87DK3mVnfLfx6HInZOvjddZW8MazXw8m+0szRUXM3CLdGwvAzp5E4jaucArRQd/hPol8FrCkA0oPoN/PyGtdFnvacb3TGifs6wxCAMAvTOF55S2eaYMq722d8urc+/rZb2FqwkzULthDY66cJpd25amx21trrRarMkvopmd/MPz085k38WrlyWv1IAQAND058dxepS7htuT2ekxVVpUmK7wtwkyHE3JPCAd+qWeFWquv9PPxhArjfamtnAurFo7rgh2W6POaIW/tHYQAgMdRotAfnlqFB0NCYjZ8EwTujAIthG9UVyUPiY/2c5Xe66kqAAA4JFBlAAAAAKoMAAAAAKgyAAAAAFUGAAAAAFQZAAAAgCoDAAAAAKoMAAAAQJUBAAAAAFUGAAAAoMoAAAAAgCoDAAAAUGUAAAAAQJUBAAAAqDIAAAAAmuf/yu0RqTXHaGYAAAAASUVORK5CYII=)

Sequential Minimal Optimization(SMO) does away out with the need for quadratic programming. working with numerical QP routines is been avoided by the Sequential Minimal Optimization (SMO) algorithm (Platt, 1999a) by logically solving a large number of small optimization sub-problems that involve only two Lagrange multipliers at the time.

For any two multipliers, the constraints are reduced to the following:
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By finding a minimum of a one-dimensional quadratic function the problem can be solved logically.

The algorithm works as:

1. Find a Lagrange multiplier that violates the Karush–Kuhn–Tucker (KKT) conditions for the optimization problem.
2. Pick another multiplier and optimize the pair.
3. Steps 1 and 2 are repeated until convergence.

When KKT 26 is satisfied by the Lagrange multipliers the problem of quadratic programming is solved. To increase the rate of convergence the above algorithm guarantees convergence and heuristic measures are used to choose the pair of multipliers.

**Random Forest :**

RF is a supervised learning method, which means that each case or sample is labeled with the outcome (class). RF consists of a collection of k classifiers h1(x), h2(x). . . hk(x),with h(x) being the joint classifier [7,18]. Each classifier hi(x) consists of a decision tree, in which nodes are called attributes. The selection of which attribute is collocated in a node n is performed as follows:

1. a subset of attributes is randomly selected
2. an evaluation measure is applied to the selected attributes according to their capability for providing homogeneity partitions of the samples, and
3. the attribute or node with the highest score is chosen.

In particular, to compute the score we use the change of the Gini impurity3[18], as described in Eq. (1).
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where *v*i,jis the j value of the I SNP. Probabilities are predicted according to the instances that reach the n node. Once a node is assigned to an attribute gi, the data is split into as many sets as values the gi attribute has (four). Then, the tree is developed with new nodes in each branch. These are obtained by \_G(gi, n) = − \_Ck ∈ Cp2(Ck) + NVAi \_j=1 p(*v*i,j) \_Ck ∈ Cp2(Ck|*v*i,j) repeating the attribute selection process.

The number of instances that remain in anode decides the stopping condition: if this number is lower than a given threshold, the algorithm stops. Samples used to build each tree are also selected randomly with replacements.

Given a query case q, with a list of SNP-value pairs\_gi, vi, each decision tree provides an outcome, hi(q). The final prediction (class for q) is obtained by using an averaging method that combines the probabilistic prediction of each tree regarding each class. The class with the highest prediction is assigned to q.